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Motivation JI{TAFRKNEEIRESEH ?

T MR ATEE To Support Future Network Services, e.g. 5G top use cases
e 50 billion loT devices by 2020
* Exceptional user experience with AR/VR

* Ultra low latency services (extending cloud to the edge), autonomous vehicles

MRS IR ETMEEE To Realize Zero Touch Operations
* ONAP, ETSI ZSM

/

« {=EH : “DT: Brutal Automation is the Only Way to Succeed”

M4& N FHESBE(LEEEE To Empower Application Innovation
« Monetization with close user engagements

* Data analytics and ML driven automation and optimization

: 2 HUAWEI



What Does Cloud Native Mean for Networking? RESAITEBEERETA ?

TR — UM ARZEEI
BEM ERRFROP | tL

Cloud Native : {46,

NEE(Y, WioT , 1%z , AR/VR , TTA
ey
Cloud Native : ZRf4 FRIMEFEZ IR
BRAEMARSS Y, FHE R AT S
EEY
RS R RS
Cloud Native : ZX{4zh ~EBEMRY |, MRTEENY
SERWSSHIEE SRSk PR RS =AM
(. HFIIRSS

4 W2 HUAWEI



What is Clover? CloverFHELITH &7 *

* Clover is a framework stack to develop network services as cloud native micro-service applications
that can be developed, deployed and operated with high degree of automation.

* Network service: any network function in software, including applications, management, control or
data planes

* Clover currently uses Kubernetes and Docker containers as the baseline

* Clover main function areas:

Use service mesh to segment micro-services, control traffic and unify security
Consolidate visibility, tracing, monitoring to enhance debuggability and operability
Automate validation of network service characteristics

Use continuous deployment (CD) to realize operational automation

Target diverse deployment environments

2 HUAWEI



Service Mesh: 7l FHIERMXTIRICIIE S E

* Growth of microservices often leads to “Container Sprawl”.

* Dependencies between microservices are tangled and error-prone.
+ Debugging and validation are difficult for one microservice by a given developer.
» Security policies are difficult to enforce and verify.

+ Solution: A dedicated service layer: Service Mesh.

@ ONAP

OPEN NETWORK AUTOMATION PLATFORM

~150 containerized
services

‘ amazon.com W2 HUAWEI




Brief Intro to Istio — IstiopX & &1/

An Istio service mesh is composed of a
set of proxies (Envoy) deployed in each
pod as ‘sidecars’.

These proxies mediate and control all
inter-microservice traffic.

Pilot maps abstract service discovery,
intelligent routing and resiliency
functions to the proxies.

Mixer enforces policies and collects
telemetry data — and evaluates them as
‘attributes’.

Citadel allows security policies based
on service identify rather than network
controls.

@ Service A

|

O Proxy

i)

A
I

Config data |
to proxies| -~

1 -

@ Pilot

¥

-

@ Service B
HTTP/1.1, HTTP/2,

gRPC or TCP -
with or without

mTLS

> O Proxy
Policy checks, _
. telemetry . -° R
‘ ' ! TLScerts to
<,;-',§r =g st : pfOXIeS

>
®)
=+
)

Q
®

@ Mixer

Control Plane API

2 HUAWEI



Istio Traffic Policies [REZ ST

Examples of common traffic policies
« Traffic routing

* Traffic mirroring

» Circuit breaking

* Rate limiting

* Faultinjection

« Timeouts

* Retries

Policy rules are defined in Pilot, and can be
used to automate many operational and
resiliency tasks.

l

Rules API

Pilot
serviceb.example.com
Traffic & routing
rules Version: v1.5, us-prod

/v O @ SvcB-Pod1
© svea O 99% — (O @ SvcB-Pod2

T QO © svcB-Pod3

SvcA places calls to 1%
\ O @ sveB-Poda

http://serviceb.example.com
Version: v2.0-alpha, us-staging

2 HUAWEI



Istio Control Policies 154 5eIR &8

Control policies are implemented by 5 5
Mixer through a plugin design. © seviceA E v 8 2
g £ 5 3
The policy language centers around 2 E E g
attributes’. Mixer is also seen as an €535 3
attribute processing engine. Adapter API

1XIN

Data plane traffic

@ Service B

Control plane traffic

apiversion: config.istio.io/vialpha2
kind: rule
metadata:
name: promhttp
namespace: istio-system
spec
match: destination.service == "servicel.ns.svc.cluster.local” && request.headers|"x-user"] == "user1”
actions:
- handler: handler.prometheus
instances:

9 - requestduration.metric.istio-system g% H UAWEI



Istio Security ZE KRS

| _
0IDC + TLS/ @ Service A

mTLS l I

@ Service B
JWT +TLS/

Local Authz
I / mTLS

HTTPR, gRPC, TCP

0

~a
O Ingress Proxy ‘—0—* O proxy;/zl s
F s

|’ -
- O proxy 03]"_9_’. O Egress Proxy
3 2

Perimeter mTLS P\ mTLS mTLS ’ Perimeter
security N / security
policies Routing N V I policies
+| ) Cert N\ / | Reporting
Pollcy I iIssuance \ \ / / l
I s Y

O riot

3 Data flow

= = & Control + metrics flow

Istio Control Plane

CitadelfASSZ AR |, ProxiesENIZ5ET, , PilotEIEHEXERE , Mixerfa

10

Q Citadel

(>
z
]

Security policies can be

S5 2E 25 : :
°39 £9 £9 implemented at different
a 23 23
3 é levels of granularity -
Service, Namespace, Mesh.
K8S API Server

EE
J'_'\

-I_*qu:__l--d- °

2 HUAWEI



FE=IL, - Put Clearwater on Service Mesh

DR Ellis @
tate slore inferfaces
Thrift sandra) (,Tf*St_ » HSS CcD
Memc: d provisioning) Voy
- HTTP (Chronos)
A A
X

F
- Eted
Diameter Diameter
C Rf

Vo

HTTP! : HTTP
|TTTmssssssss mmsmmsmmmmes 1
1

Homer

(XDMS)
>
envoy

A4 v

Dime
(Diameter gateway

XCAP
Ut

Vellum
(State Store)

and HSS mirror)

latabases
jSIP App
15C Servers
XCAP HTTP

DNS Enum
T Server
— |
UE E
e sip MGCF
Gm 4 ' * |-BCF
Mg/Mj/Mk

Clearwater@—ME B MEIERAIFHREFMRSCI., HAp—WiEthn] A E#ERAService Mesh , (B XEIDRRSIERE(T)
& ( e.g. Traffic blackhole ) , %518 | EEMEINEEERGIRSLHIframework stack,

" 2 HUAWEI

A 4

(/S-CSCF,

sIP BGCF, TAS)

Bono
(P-CSCF +
WebRTC)

envoy y




Clover Sample Networking Service [REZS Hliﬂd‘iﬂi

o) ACCGSS] [O G ev // .

—>
NGiMx control

A

[O Ingress \

NGINX

w10 [ G v — °®

O P B S
/vu/’r < Mg O

Service mesh O \@

Clover[REZSMLEIRSSEIR ( Fraser release -1st )

Networking
: service

v 2 HUAWEI



Clover Sample Networking Service R4S ZIRSEIR

Networking
: service

(O modsecurity

Open Source Web Application Firewall

Clover[REZSMLEIRSS1ERR ( Gambia release — 2nd )

5 2 HUAWEI



Clover Visibility Z53/F

console

cloverctl -

Cl jobs

hly

{CRYBT RN

!
F

lover-controller clover-collector

\_________________________.______f

_____________________________________________________

HENER | D, NIBEEE | BIUElFE

14
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Clovisor: Network tracing via Clover + lovisor fZ&a] 14

Istio has some shortcomings for
Networking:

* Heavy weight
* 13 containers today

* Sidecar per pod
* Only has visibility for L4-7, not L3.

* Limited protocol support, tunneling,
encapsulations

Clover enhances network tracing
leveraging eBPF and IOvisor

15

Clovisor

Hooks to

b

Opentracing
Jaeger

g VIsor

PROJECT

2 HUAWEI



A Brief Intro to eBPF —

16

Extended Berkeley Packet
Filter

Kernel “virtual machine”

Programmed in user
space. Clover uses golang

Modern design with better
performance and lighter
system resource
consumption.

Used for Tracing, Security,
Dynamic networking
(containers), and many
more.

fots-
EivlN

BPF Program

¢ LLvM/ Clang

Verifier + JIT

BPF Code

BPF Code

Applications

Network

Userspace

Kernel

=

Stack
BPF Code

TC Egress

BPF Code

®

2 HUAWEI



An Analogy: Continuous Deployment

Automating a complex

interconnected network bears

Payload:
containerized
software
package.

some similarity to colonizing
delivery vehicle that you can of each

Launch, Land, Repeat
and cheaply.

17

Fuel: the non-

deployment.

reliably

Vehicle: the
Continuous
Deployment
system.

“The Falcon 9 explained using the 1000 words people use most
regularly”
Imaae credit: httos://imaur.com/nCas3EO

BIRD 4

THE FIRST FLYING SPACE
TRUCK THAT MAY BE ABLE
TO BE USED MORE THAN

STUFF GOING
TO SPACE. CAN
BE A FLYING
BUNCH OF
SCIENCE STUFF
OR THE NOT
REAL FLYING
REPTILE SPACE
CAR

COVER THAT STOPS THE AIR
FRON DAMAGING THE STUFF
GOING TO SPACE

THE PART THAT
FALLS OFF
SECOND

THE PART
THAT FALLS
OFF FIRST.
THIS IS THE
PART THEY
HOPE TO USE
MORE THAN
ONCE BY
HAVING |T
FALL SLowLY
ONTO A BIG
BOAT IN THE
OCEAN



https://imgur.com/nCqs3EQ

Continuous Deployment $F4EERZEF

e ClI focuses primarily on
automating the development
process

e It manages code, test cases,
bugs etc.

e At the end of Cl pipeline, you get
a package ready for deployment
(Delivery)

— Code \‘“\‘
\ Changes /

[

\‘\\/ (‘"’_7_7 ) 7_7_"‘-;\

18

Continuous N ( —— Denlovment
Integration/Delivery <; > Artifacts <—I> o utln__,L_ls |_ep oyme
Pipeline Repository 1% L ipeline

=F)) e

CD focuses primarily on
automating the operation
process of maintaining services
It manages services, resources,
upgrades, data etc.

Cl and CD are closely related

S

2 HUAWEI



Continuous Deployment FEEFEF B &L

19

Spinnaker is a
dedicated CD tool
A/B

Canary

Blue/Green
Integrate together to
achieve Zero Touch

automation

Configuration Deploy Backend Canary BE Integration Tests Push to Production?
Deploy Backend Prod
Deploy Frontend FE Integration Tests
Canary Deploy Frontend Prod
N CD Pipeline -
Q\ s eploy to Functional Manual Deploy to
) Canary Tests Approval Production

Kubernetes

2 HUAWEI



Diverse Target Computing Environment ZcEf&INE

é AHHRHIHU
EDGE STRCK

-
Yo

Tiny (Personal, uCPE, Small
SD-WAN, loT) (Edge / Access)

20

=l
“M:i‘ |

|V lg

Medium Huge, Public Clouds
(,?gRgre.gatllc;n (Global data center)
egiona

W2 HUAWEI



Clover Milestones I H I&FR

ONS EU Demo @

Amsterdam
ONS Demo @

Project creation Los Angeles Gambia (2nd) release

m 03.2018 04.2018 10.2018 04.2019

PlugFest Demo @ Fraser (1st) release Planning - 3 release
Portland
, 2 HUAWEI
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