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BEADING Quick note on project background

Conducted 150 60+

November 2018 responses questions

answerecg

Thanks to our sponsors!

1 netgate (intel)

9= amdocs

q redhat ERICSSON Z  affirmed
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Type Location

Converged

Asia Pacific
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Confidence in open networking Usage of open networking Networks with open source
performance solutions

) O
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Open Networking (2)

80%

70%

Cost savings
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Expected Outcomes

vendor lock-in

60%
50%
40%
30%
20%
10%

0%

Freedom from Quicker innovation Ease of integration

into existing IT
infrastructure

50%

45%

40%

35%

30%

25%

20%

15%

10%

5%

0%

Technology Performance Total cost of

immaturity

Biggest Concerns

ownership

Support

Contributor
immaturity
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READING
Importance of Performance Cost Considerations
60%
50%
Intrusion detection/prevention _ 30%
20%
10%
N
0% 20% 40% 60% 380% 100% Significantly Price Signficantly  Signficantly = No explicit
m Critical mImportant = Marginal Not important at all less capex competitive less capex less opex  expectations
and opex
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Deployment Status Biggest Benefits
Network automation
Faster service delivery ||| G
P Network programmabitty |
deploying
Better traffic management ||
Improved security -
PoC stage
In trials Improved telemetry I
0 50 100 150 200
Score
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SDN (2)

Use Case Priority

SD-WAN

OpenStack networking

Bandwidth-on-demand services

Portal-based control of enterprise
services, apps and connectivity

Software control of data center
connectivity

Hardware disaggregation (i.e., white box)

0%

20%

40%

m High mMedium mLow
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60%

80%

100%

SDN & NFV

SDN is critical to our NFV data center
evolution and we will implement SDN and
NFV simultaneously

SDN is secondary to our NFV data center
evolution and we will implement SDN after
NFV

SDN is a greater priority for our data center
than NFV at the moment and we will
implement SDN before NFV

SDN is not required for NFV and we will
implement NFV without it

0% 10% 20% 30% 40%

50%




1EAVY)
READING oD

Biggest Concerns Importance of Open Source

Lack of skills to integrate SDN and
NFV services

Interoperability
Complexity
Security
Cost/ROI

Technology immaturity

Moderately
important

Dynamic upgrades

o

20 40 60 80 100 120
Score
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20%
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DevOps (1)

Pushing multiple small
changes to production every
day using automated tools and
validation
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Working on automating our
testing/development
environment

Engagement

Building CI/CD pipelines
internally to continuously
integrate and build code from
multiple sources

Evaluating various DevOps tool  Not yet started adopting
chains and methodologies, but DevOps approaches internally
are unsure when and how to
roll out

No plans to adopt DevOps
approaches internally
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DevOps (2)

Importance to Service Delivery Success

45%

40%
35%
30%
25%
20%
15%
10%

5%

0%

It's essential It's important, It could be It's not Don’t
but not useful, butit importantat know/not
essential would be very all sure
difficult to
implement
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Qutcomes

Faster application and service
deployment

Lower cost of operations

Respond to changing conditions
more quickly

Improve customer experience

Attract the best talent

Improve control over development

-10

10 30

50 70 90
Score

110 130 150
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Automation (1)

laC Status

No plans to adopt 1aC

Considering adopting 1aC

Adopted |aC for some projects
some projects and we are having
challenges expanding to other parts
of our business

Adopted laC for some projects and
it is going well

Already adopted |aC across the
organization and it is the most
common way to deploy
Infrastructure
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0% 5% 10% 15%20%25%30%35%40%

Automating Configuration Management

No plans to adopt network
automation

Considering adopting network
automation

Adopted automation in some
BN NN
expand across other areas of our

business

Adopted automation for some
projects and it is going well

Already adopted automation of
network elements across the
organization and it is the most

common way to automate these...

0% 5% 10% 15% 20% 25% 30% 35% 40%
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Automation (2)

Cl/CD Status

Adopted CI/CD but only for
application workloads

Considering adopting CI/CD but
only for application workloads

Considering adopting CI/CD for
infrastructure services, network
functions and application workloads

No plans to adopt CI/CD

Already adopted CI/CD to treat our
infrastructure as code and use
Cl/CD for delivering consistent

deployment of infrastructure...
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0% 5% 10% 15% 20% 25%

30%

K8S/OpenShift Status

Considering adopting
Kubernetes/OpenShift

No plans to adopt
Kubernetes/OpenShift

Adopted Kubernetes/OpenShift in
production for IT workloads but will
not use it for VNFs/CNFs yet

Adopted Kubernetes/OpenShift in
development and test and are
planning to use it in production

Already adopted
Kubernetes/OpenShift and are
running production workloads on it
including VNFs/CNFs

0% 5% 10% 15% 20% 25% 30% 35% 40%
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Automation (3)

35%

30%

25%

20%

Telemetry, probe and
monitoring tools
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Critical to get to Fully Autonomous Network Operations

Big data/Analytics

Artificial intelligence

Machine learning

Service orchestration

Service design and policy
editor

15%
10%
0% I

Other
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Biggest Pain Points

120
100
80
(O]
S 60
&)
n
40
: I I I I I
0
Multi-domain VNF onboarding Integration with ~ Service assurance Confusion about System and service Inventory Telemetry Subscriber
orchestration BSS and existing different monitoring management
OSS systems approaches to

orchestration
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Barriers to MANO of VNFs Concerns about VNF LCM
30%
C lexit
0,
Need to integrate proprietary VNF _ ihg
managers
15%
Need for correlated monitoring of
orchestration
. . 5%
Amount of planning required for
affinity 0% [
& ) > O : »
0% 20% 40% 60% 80% 100% M © & &¢ N ¢
Q\b \(\Oo ®® 0%\ Qt@ ®)
B Big problem B Moderate problem of) & <& N
A o -
B Minor problem Not a problem at all o AL
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Use Cases driving MANO Solution Current MANO Usage
Demand

Testing an orchestrator to chain

Complex, chained virtualized multiple VNFs into a service

network services

Testing a domain-specific controller

Simple virtualized network services _ for a single service

Full network virtualization
transformation

Deployed domain-specific controllers
for individual services

5G mobile core Deployed a service orchestrator into

production

loT -

0 20 40 60 80 100 120 140 160
Score

Other

0% 10% 20% 30% 40% 50%
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HE Key Takeaways

Open SDN is
happening

Networking
IS here

MANO is
(still) a
challenge

Automation
Is the goal
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Questions?
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