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Legal Disclaimer

© 2018 Intel Corporation. Intel, the Intel logo, Intel Inside, the Intel Inside logo, Intel Experience What's Inside, The Intel Experience What's Inside logo, and Xeon are trademarks of Intel Corporation in the U.S. and/or other countries. *Other names and brands may be claimed as the
property of others.

Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Learn more at intel.com, or from the OEM or retailer.
Intel processors of the same SKU may vary in frequency or power as a result of natural variability in the production process.
For more complete information about performance and benchmark results, visit www.intel.com/benchmarks.

The cost reduction scenarios described are intended to enable you to get a better understanding of how the purchase of a given Intel based product, combined with a number of situation-specific variables, might affect future costs and savings. Circumstances will vary and there may
be unaccounted-for costs related to the use and deployment of a given product. Nothing in this document should be interpreted as either a promise of or contract for a given level of costs or cost reduction.

Intel does not control or audit third-party benchmark data or the web sites referenced in this document. You should visit the referenced web site and confirm whether referenced data are accurate.

Optimization Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not
guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations not specific to Intel
microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice. Notice Revision #20110804.

No computer system can be absolutely secure.

Intel® Advanced Vector Extensions (Intel® AVX)* provides higher throughput to certain processor operations. Due to varying processor power characteristics, utilizing AVX instructions may cause a) some parts to operate at less than the rated frequency and b) some parts with Intel®
Turbo Boost Technology 2.0 to not achieve any or maximum turbo frequencies. Performance varies depending on hardware, software, and system configuration and you can learn more at http://www.intel.com/go/turbo.

Available on select Intel® processors. Requires an Intel® HT Technology-enabled system. Your performance varies depending on the specific hardware and software you use. Learn more by visiting http://www.intel.com/info/hyperthreading.

§ Configurations: The testing was done on Based on fourth-generation Intel Xeon E5-2699 v4 @2.20 GHz processor with 22 cores, 55 MB LLC and 62 GB memory 16 1G hugepages. The testing was conducted in OPNFV Pharos testbed on Pod 12 by VSPERF community engineers
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In the Presence of Varied Workloads on Other CMP Cores

L\z:j ODS Common Contentions in Cloud
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High Variability
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* Minimizing Total Cost of Ownership
(TCO) often leads to oversubscription

M

* Quality of Service (QoS) requirements

Bzlp2 Slowdown vs, Alone (Factor)
- w

 Lack of control of Last Level Cache
(LLC) by OrCheStrat|On layel’ Varying CPU2006 Workloads {13 instances)

» Last-Level Cache Contention Can Lead to 51% Throughput Degradation1 in Comms
Workloads

* Further:- Last=Level Cache Contention Can Leadto Almost Sx Performance Variation:
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NFV & RT workloads are Time Sensitive
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che partitioning
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=Misbehaving threads can be
isolated to increase determinism
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https://www.intel.com/content/www/us/en/architecture-and-technology/resource-director-technology.html
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Compute Node 1

NUMA Node 0 NUMA Node 0O NUMA Node 0
3 Dedicated cores
Noisy Neighbor VM1 Noisy Neighbor
(CloudStress) (Testpmd L2 FWD) (CloudStress)
Development & Innovation )
% o |

Dedicated cores
Open vSwitch

» Cache Qualitygof'Service (QoS) _
adjustments with multiple Generator LinuxKernel oo

[ port |
X86 Server Platform

workloads

* Consistency in Throughput &
Latency w/ Noisy Neighbor
avoidance

* Test setup with OPNFV
VSPERF

* Leverage Spirent CloudStress
as Noisy Neighbor

e Utilize Collectd for Metrics | Test Case JNDATION | CILENE TWORKING

Internet Port: Onboard 10 GbE Tenant 10 GbE Tenant

Intel GbE NIC Si port 1 port 2

Phy-VM-Phy Throughput with No Noise Protection
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* Guaranteed LLC policy helped preserve
VM performance

* Throughput improvement of ~40% with
noise protection

* Integrating into OpenStack & Kubernetes PUP Bascline  PVP w/ Noisy Neighbor PVP With RMD Policy

Test Case
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* Noisy Neighbor affects are real and here to persist
* Intel RDT & RMD enables hardware infrastructure for LLC QoS control
 OPNFV VSPERF with RMD enables LLC QoS analysis for NFVi
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Optimal Cache Policy Ensures Deterministic Performance CITHE LINUX FOUNDATION | CILFNETWORKING




