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Center for Open Source 
Data and AI 
Technologies (CODAIT)
Code – Build and improve practical frameworks to enable 
more developers to realize immediate value.

Content – Showcase solutions for complex and 
real-world AI problems.

Community – Bring developers and data 
scientists to engage with IBM

Improving Enterprise AI lifecycle in 
Open Source

• Team contributes to over 10 open source projects
• 17 committers and many contributors in Apache projects
• Over 1100 JIRAs and 66,000 lines of code committed to Apache Spark itself; over 65,000 

LoC into SystemML
• Over 25 product lines within IBM leveraging Apache Spark
• Speakers at over 100 conferences, meetups, unconferences and more

CODAIT
codait.org
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DEVELOPER ADVOCATE in TOKYO
Tokyo Team is a part of Worldwide Developer Advocate Teams!

Developer Advocate City Leader
AKIRA ONISHI

WW Developer Advocate
KYOKO NISHITO

WW Developer Advocate
TAIJI HAGINO

WW Developer Advocate
AYA TOKURA

Program Manager
TOSHIO YAMASHITA

WW Developer Advocate
NORIKO KATO

Client Developer Advocate
YASUSHI OSONOI

Digital Developer Advocate
JUNKI SAGAWA

@taiponrock
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Please follow me @osonoi



IBM’s history of actively fostering 
balanced communities

19

1998

“For more than 20 years, IBM and Red Hat have paved the way for 
open communities to power innovative IT solutions.” – Red Hat 

© 2019 IBM Corporation 8



IBM recently open sourced some key technologies for AI, 
including:
•The AI Fairness 360 toolkit (AIF360), an open source 
software toolkit that can help detect and remove bias in 
machine learning models
•The Adversarial Robustness Toolbox for rapid crafting and 
analysis of attack and defense methods for machine 
learning models
•Fabric for Deep Learning (FfDL, pronounced fiddle), a deep 
learning platform offering TensorFlow, Caffe, PyTorch etc. as 
a Service on Kubernetes
This space is as hot as they come, so look for more open 
source innovation from IBM in the months to come.

AI and machine leaning

https://github.com/IBM/AIF360
https://github.com/IBM/adversarial-robustness-toolbox
https://github.com/ibm/ffdl
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A human brain has:
• 200 billion neurons
• 32 trillion connections between them

• 25 million “neurons”
• 100 million connections (parameters)

Deep Learning = Training Artificial Neural Networks

IBM Cloud / Watson and Cloud Platform / © 2018 IBM Corporation 15



*Source: Hidden Technical Debt in Machine Learning Systems

Perception

https://papers.nips.cc/paper/5656-hidden-technical-debt-in-machine-learning-systems.pdf


*Source: Hidden Technical Debt in Machine Learning Systems

In reality …

https://papers.nips.cc/paper/5656-hidden-technical-debt-in-machine-learning-systems.pdf
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Let`s understand it from the context of an AI Lifecycle

AI 
PLATFORM
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We need a Cloud native AI Platform to build, train, deploy and monitor Models
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Neural Network Modeller within Watson Studio
An intuitive drag-and-drop, no-code interface for designing neural network structure

https://developer.ibm.com/tutorials/create-and-experiment-with-dl-models-using-nn-modeler/

https://developer.ibm.com/tutorials/create-and-experiment-with-dl-models-using-nn-modeler/
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Can the model be trusted?



Is it fair?
Is it easy to 
understand?

Did anyone 
tamper with it? Is it accountable? 

#21, #32, #93
#21, #32, #93

What does it take to trust a decision made by a machine?
(Other than that it is 99% accurate)?



FAIRNESS EXPLAINABILITY ROBUSTNESS ASSURANCE

supported by an instrumented platform
AIOpenScale

Our vision for Trusted AI
Pillars of trust, woven into the lifecycle of an AI application
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So let`s start with vulnerability detection of Models?

Prepared 
and 

Analyzed 
Data

Initial Model

Deployed
Model

Is the model vulnerable to 
adversarial attacks?
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IBM Adversarial Robustness 
Toolbox

ART
ART is a library dedicated to adversarial 
machine learning. Its purpose is to allow rapid 
crafting and analysis of attack and defense 
methods for machine learning models. The 
Adversarial Robustness Toolbox provides an 
implementation for many state-of-the-art 
methods for attacking and defending 
classifiers.

31

https://github.com/IBM/adversarial-robustness-
toolbox

The Adversarial Robustness Toolbox contains 
implementations of the following attacks:

Deep Fool (Moosavi-Dezfooli et al., 2015)
Fast Gradient Method (Goodfellow et al., 2014)
Jacobian Saliency Map (Papernot et al., 2016)
Universal Perturbation (Moosavi-Dezfooli et al., 2016)
Virtual Adversarial Method (Moosavi-Dezfooli et al., 
2015)
C&W Attack (Carlini and Wagner, 2016)
NewtonFool (Jang et al., 2017)

The following defense methods are also supported:

Feature squeezing (Xu et al., 2017)
Spatial smoothing (Xu et al., 2017)
Label smoothing (Warde-Farley and Goodfellow, 2016)
Adversarial training (Szegedy et al., 2013)

Virtual adversarial training (Miyato et al., 2017)



Poisoning detection

• Detection based on 
clustering activations

• Proof of attack strategy

Evasion detection

• Detector based on 
inputs

• Detector based on 
activations

Robustness metrics

• CLEVER

• Empirical robustness

• Loss sensitivity

Unified model API

• Training

• Prediction

• Access to loss and 
prediction gradients

Evasion defenses

• Feature squeezing

• Spatial smoothing

• Label smoothing

• Adversarial training

• Virtual adversarial 
training

• Thermometer encoding

• Gaussian data 
augmentation

Evasion attacks

• FGSM

• JSMA

• BIM

• PGD

• Carlini & Wagner

• DeepFool

• NewtonFool

• Universal perturbation

32

Implementation for state-of-the-art methods for attacking and defending 
classifiers.
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ART Demo: https://art-demo.mybluemix.net/

https://art-demo.mybluemix.net/
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Unwanted bias and algorithmic fairness
Machine learning, by its very nature, is always a form of statistical discrimination

Discrimination becomes objectionable when 
it places certain privileged groups at 
systematic advantage and certain 
unprivileged groups at systematic 
disadvantage

Illegal in certain contexts 



Unwanted bias and algorithmic fairness
Machine learning, by its very nature, is always a form of statistical discrimination

Unwanted bias in training data yields 
models with unwanted bias that scale out

Prejudice in labels

Undersampling or oversampling
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AI Fairness 360
https://github.com/IBM/AIF360

AIF360 toolkit is an open-source library to 
help detect and remove bias in machine 
learning models. 

The AI Fairness 360 Python package includes 
a comprehensive set of metrics for datasets 
and models to test for biases, explanations for 
these metrics, and algorithms to mitigate bias 
in datasets and models.

Toolbox
Fairness metrics (30+)
Fairness metric explanations
Bias mitigation algorithms (10+)

41

Supported bias mitigation algorithms

Optimized Preprocessing (Calmon et al., 2017)
Disparate Impact Remover (Feldman et al., 2015)
Equalized Odds Postprocessing (Hardt et al., 2016)
Reweighing (Kamiran and Calders, 2012)
Reject Option Classification (Kamiran et al., 2012)
Prejudice Remover Regularizer (Kamishima et al., 2012)
Calibrated Equalized Odds Postprocessing (Pleiss et al., 2017)
Learning Fair Representations (Zemel et al., 2013)
Adversarial Debiasing (Zhang et al., 2018)
Meta-Algorithm for Fair Classification (Celis et al.. 2018)

Supported fairness metrics

Comprehensive set of group fairness metrics derived from selection 
rates and error rates
Comprehensive set of sample distortion metrics
Generalized Entropy Index (Speicher et al., 2018)

https://arxiv.org/abs/1806.06055


https://aif360.mybluemix.net/

42March 30 2018 / © 2018 IBM Corporation
https://aif360.mybluemix.net/

https://aif360.mybluemix.net/
https://aif360.mybluemix.net/
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AIOps Istio
An open service mesh platform to connect, observe, secure, and control microservices.
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https://developer.ibm.com/patterns/manage-microservices-traffic-using-istio/

https://developer.ibm.com/patterns/manage-microservices-traffic-using-istio/


So AI in general and 
Deep Learning in 
particular are very 
iterative and repetitive. 

And they need Cloud. 

Why?



AI requires 
the strength 
of HPC & 
GPUs



Ability to 
scale AI 
workloads on 
demand 
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1. Model/Data 
Parallelism

2. MPI/NCCL

NCCL (pronounced "Nickel") is a stand-
alone library of standard collective 
communication routines for GPUs, 
implementing all-reduce, all-gather, 
reduce, broadcast, and reduce-scatter. 
It has been optimized to achieve high 
bandwidth on platforms using PCIe, 
NVLink, NVswitch, as well as 
networking using InfiniBand Verbs or 
TCP/IP sockets. 

NCCL supports an arbitrary number of 
GPUs installed in a single node or 
across multiple nodes, and can be 
used in either single- or multi-process 
(e.g., MPI) applications.

Ability to utilize various 
technologies and achieve high 
performance computing.
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Microservices

Containers

DevOps 
automation

To scale we need to go 
Cloud native for AI



source code training
definition

Access to elastic compute leveraging Kubernetes
Auto-allocation means infrastructure is used only when needed

Kubernetes container

training
artifacts

compute cluster
NVIDIA Tesla K80, P100, V100

Cloud Object Storage

Training assets are
managed and tracked.

IBM Cloud / Watson and Cloud Platform / © 2018 IBM Corporation 52



NVIDIA GPUs

Kubernetes
container orchestration

training runs

containers

Model training distributed across containers

server cluster

dataset

Cloud Object Storage

53



AIOps Kubernetes is not the end game
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Source: kubeCon Barcelona 2019

https://static.sched.com/hosted_files/kccnceu19/f1/_%5Bshared%5D%20Road%20to%20Kubeflow%201.0%20-%20Kubecon%20Barcelona%202019.pdf


Oh, you want to use ML on K8s?

● Containers
● Packaging
● Kubernetes service endpoints
● Persistent volumes
● Scaling
● Immutable deployments
● GPUs, Drivers & the GPL
● Cloud APIs
● DevOps
● ...

First, can you become an expert in ...

Source: kubeCon Barcelona 2019

https://static.sched.com/hosted_files/kccnceu19/f1/_%5Bshared%5D%20Road%20to%20Kubeflow%201.0%20-%20Kubecon%20Barcelona%202019.pdf
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Libraries and CLIs - Focus on end users

Systems - Combine multiple services

Low Level APIs / Services (single function)

Arena kfctl kubectl

katib pipelines notebooks

fairing

TFJob PyTorch
Job

Jupyter 
CR

Seldon CR

kube bench

Kubeflow architecture
M

etadata

O
rchestration

Pipelines 
CR

Argo

Study Job

MPI CR

● Make it super easy to deploy and 
administer a platform 

○ Leverage KF & non KF 
components

● Tie it together using
○ Orchestration

■ Combine components into 
complex workflows

○ Metadata
■ Collect data from multiple 

components

Spark 
Job

ModelDB

TFX

Developed By Kubeflow Developed Outside Kubeflow

IAM
Scheduling

kfServing

Kubeflow



kubeflow



kubeflow



Kubeflow pipeline

# dsl-compile --py object_detection.py --output object_detection.tgz



Kubeflow pipeline
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Transparent, trusted, automated, event driven and auditable AI Pipeline
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Actions

Transparent, trusted, automated, event driven, auditable AI Pipeline as a Service



Knative
Kubernetes-based platform to build, deploy, and manage modern serverless workloads.

Build
Provides easy-to-use, simple source-to-container builds, so you can focus on writing code and know how 
to build it. Knative solves for the common challenges of building containers and runs it on cluster.

Serving
Run serverless containers on Kubernetes with ease, Knative takes care of the details of networking, 
autoscaling (even to zero), and revision tracking. You just have to focus on your core logic.

Eventing
Universal subscription, delivery, and management of events. Build modern apps by attaching compute to 
a data stream with declarative event connectivity and developer-friendly object model.



Knative build



Knative serving



Knative eventing

Broker and Trigger are CRDs providing an event delivery 
mechanism that hides the details of event routing from the 
event producer and event consumer.

The Event Registry maintains a catalog of the event 
types that can be consumed from the different Brokers

Event Sources are Kubernetes Custom Resources 
which provide a mechanism for registering interest in a 
class of events from a particular software system.

Channels are Kubernetes Custom Resources which 
define a single event forwarding and persistence 
layer.



Knative eventing



Event Driven ML pipeline

Pipeline launcher

Kubeflow pipeline

Knative source/trigger



Event Driven ML pipeline
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Introducing Data Asset eXchange (DAX)

The challenge: Data is the fuel for AI, but 
data quality, licensing, and format vary 
significantly

In support of open data, IBM announced 
the Data Asset eXchange (DAX), a place 
to find curated free and open datasets 
under open data licenses
• Standardized dataset formats and 

metadata
• Ready for use in enterprise AI 

applications
• Complement to the Model Asset 

eXchange (MAX) ibm.biz/data-asset-exchange



The Community Data License Agreement
http://cdla.io

• Linux Foundation initiative 
to create a new legal 
framework that meets the 
needs of data licensing

• Enables collaboration in 
data much like open 
source licenses enable 
community collaboration

• IBM is a major supporter
• When possible, CDLA will 

be used for DAX datasets
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Build an Event Driven Machine Learning Pipeline on Kubernetes

THANKS


