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Objectives

architecture
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Motivation
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Background: Lagered Architecture
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Pragmatic Microservices

Netflix; APIs

Uber: Edge Gateway

eBay: API Facade

Gartner: Mini Services




Background: Layered Architecture with MSA
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Background: Segmented Architecture
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Platform of Platforms
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Service: Technical definition

A code exposes through an
interface that describes a
collection of operations that
are network accessible using
a standardized messaging
protocol.

JSON
GET/greet

Interface binding {https:8080}

Code

<[>

public class PersonApi {

@Path("/greet")

@GET

@Consumes (MediaType .APPLICATION_JSON)
@Produces (MediaType .APPLICATION JSON)
public JSCNObject sayHello() {

try {

return new JSONObject() .put("greeting",

} catch (JSONException e) {
return null;

}
}

"Hello worl



Service: Business definition

Software components that
can be spontaneously
discovered, combined, and
recombined to provide @
solution to a business
problem.

Interface

Interface

Gateway/Composite Service

Interface



Microservice: Technical definition

A microservice must have a eeé

single purpose and be loosely e
coupled in design and e e
deployed independently of e

other microservices.

import ballerina/http;
import ballerina/log;

”MicrO” iS O Conce pt Of Scope service<http:Service> hello bind { port: 9090 } {
rather than size.

sayHello(endpoint caller, http:Request req) {
http:Response res = new;

res.setPayload("Hello, World!");

caller->respond(res) but { error e => log:printError(

Error sending response", err = e) };
, } WS,

N



Microservice: Business definition

Microservices is an approach to
application development in
which a large application is built
as a suite of modular
components or services.

These services are built around
business capabilities.

) Gateway/Composite Service

000

@



Group of (Micro)services

Gateway/Composite Service
Q

=

Cell






Cell-based
Reference Architecture



Component: Atomic Units

A component represents @

process or business logic e
running in a container,

serverless environment, or an

existing runtime. A component

is designed based on a specific @
scope, which can be

independently run and reused
at the runtime.



Cell: Units of Enterprise Architecture

Cell Gateway

components, grouped from N
design and implementation

independently deployable, .e
manageable, and observable. logic transform

. . \‘voult
A cell is a collection of g
into deployment. A cell is

data




Cell:Component
1:M
1:1
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Inter and Intra Cell communication

s

@@

- Global-mesh

\__—DP



Connected Cells

Cell gateway (ingress)

Sidecar (egress)

Ada pTO " (egress)

Ambassador (egress)




APIl-centric Architecture T AN

- RESTful HTTP, gRPC
Push APIs

- Events JMs, AMQP, SMTP
- Streams Kafka, MQTT
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Automated Governance (Re)-enables Flow

Automated governance is made
of three things: Policy

Enforcement

A source of truth: (GW)
Policy store/registry

Observability
Enforcement of the policy (Monitoring/

Gateway or plugin attempting to keep
the desired state

Analytics)

Policy Store

. (Reqgistry)
Observability
How close to the desired state are we?




Security of Cells
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Security of Cells




Developer Experience (DX)
of a Cell



Creating Cells

Brand new Cell

Existing (micro)services

Update an existing Cell

Create a new version




Dev LC it Prod LC

____________________________________________________________

Environment 1 :

T B =

commit test push

‘ I
|

Component Local Repo Remote Repo |
|

|

|

<7 > debug I

build I

|

</>

Developer



Lifecycle of a Cell



prod/cell-2/v2.70

comp/a-v2.5 c-d-v3.0

prod/cell-2/v3.00

comp/b-v2.5 c-c-v1.0

(\' f«)\ application

' lifecycle \






Structured Agility

Versioned Components
Versioned Cells
Dependency managed
Autowired

Reusable

Enhanced MSA & CNA

} components

-4

|
\




Cell-based Enterprise
Architecture






Cell Types

Logic Microservices, Functions, MicroGateways, lightweight storages

Integration MicroESB or other integration microservices, lightweight storage and/or cache
Legacy Existing systems, legacy services

External SaaS and partner systems

Data RDBMS, NoSQL, File, Message Broker*

Identity IDP, user stores

Channel Web Apps, |oT, mobile apps

(W, )



Reference Implementation LO
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order management W |streaml:"promotions
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Reference Implementation L1
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Cells and Podular Organizations




Summary: Cell-based Architecture

Self-contained

Registrg,, e (
cvault Logic

A\

Deployable as a unit

O
A\

Independently elastic

\ )

Cell Gateway .. Data (

Data, control & management plane

Transform




Just a (steady) start

https://github.com/wso02/reference-architecture

! picture credit-https.//www.flickr.com/photos/josephmorris/



https:// github.com

picture credit: https://www.flickrcom/photos/vasile23/



“Organizations which
design systems ... are
constrained to
produce designs
which are copies of
the communication
structures of these
organizations.”

- M. Conway
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