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Agenda 

•  AI and ML 
•  Kubernetes 

•  What and Why 

•  Deep Learning 
•  Leveraging K8s for ML  

•  KubeFlow 
•  Fabric for Deep Learning (FfDL or Fiddle)  
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Gartner predicts: By 2020, 85% of 
CIOs will pilot AI programs 
 

• 85% 



What’s 
different 
about ML 
workloads? 



ML Workload Characteristics 

•  CPU intensive  
•  Strength of HPC 

and GPUs 
•  High memory 
•  Need to scale 

workloads as the 
app grow  



Perception of ML Apps  

• Lot of code around ML 
and very little code 
around infrastructure 
management, scaling, 
monitoring, logging, 
configuration 
management etc.  

• People think that these 
other things are 
somehow being taken 
care of  



Reality of ML Apps 

•  Major burden is around 
running ML apps in 
production at scale 
around the things like 
–  how do I deploy it 
–  scale it 
–  manage it 
–  secure it 
–  push continuous updates 

to it 



Watson AI workloads on IKS 



Kubernetes Overview 

•  Cloud Native Computing 
Foundation project 

•  Enterprise level container 
orchestration 

•  Provision, manage, scale 
applications (containers) across a 
cluster 

•  Declarative model 
•  Provide the "desired state" and 

Kubernetes will make it 
happen 

•  Github 
•  github.com/kubernetes/kubernetes  



Kubernetes Cluster 

•  A running Kubernetes cluster 
contains a cluster control plane 
(AKA master) and worker node(s), 
with cluster state backed by a 
distributed storage system(etcd). 
Cluster can be a single node to 
several nodes 

•  Kubernetes can run on various 
platforms – Laptop, VMs, Rack of 
bare metal servers. The effort 
required to set up a cluster varies 
from running a single command to 
crafting your own customized 
cluster 



Constrain Cluster Resources / Scheduler Optimization 
Node	Affinity	 Pod	Affinity	Requests	and	limits	

Node	label	

250	
millicore/			
millicpu		

64	MiB	

Schedule	pod	to	a	node	
per	this	GPU	constraint	

Node	Selector	



What is Deep Learning? 

•  python programs executed via: 
–  notebooks 
–  scripts 

•  tend to deal with a lot of data 
•  tend to run for long periods of time 
•  tend to require a lot of setup, esp. with 

gpus 



Why ?? 

•  Deep learning on containers 
•  Deep learning on kubernetes 
•  Deep learning on cloud 



How?? 

•  Floydhub 
•  Kubeflow 
•  FfDL 



Kubeflow 

•  Developed by Google and contributions 
from others 

•  Training and Inferencing 
•  Expects the user to have knowledge of 

kubernetes 
•  umbrella project for other DL related 

projects as well 



Floydhub 

•  Focused on training 
•  Abstracts the notion of underlying 

infrastructure 
•  cli and jupyter lab support 



FfDl 

•  Developed by IBM 
•  Abstracts the notion of underlying 

infrastructure 
•  cli UI and notebooks 



FfDl 
•  run a training 

–  ffdl train <manifest file location> <model definition zip | model definition directory> 

•  manifest file 



Behind the scenes 



Lessons learnt 

•  What we did right 

•  What we did wrong 

•  Roadmap 




