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Cloud native era

● Applications are
○ Adaptable
○ Resilient
○ Stateless

● No need for migration, just
kill here and start there
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● Supports several architectures
● Integrated with major container engines

○ Docker
○ LXC/D
○ OpenVZ
○ podman
○ runc

● Used in production
○ IBM Spectrum LSF
○ Google
○ Virtuozzo

CRIU today



● https://criu.org/Simple_loop
● https://asciinema.org/a/c5j7RTcYkcQqFGpsqiiuIkoaj

Simple example

● Shell script
○ print the date each second

#!/bin/sh

while :; do
sleep 1
date

done

https://criu.org/Simple_loop
https://asciinema.org/a/c5j7RTcYkcQqFGpsqiiuIkoaj


Simple example



Live TCP

● https://criu.org/Simple_TCP_pair
● https://asciinema.org/a/yjC1IK4S0ZG8Dz1UFI3CK0Vnc

● TCP echo server and client

/* client */

int val = 1;

while (1) {
        write(sk, &val, sizeof(val));
        read(sk, &rval, sizeof(rval));
        printf("PP %d -> %d\n", val, rval);
        sleep(2);
        val++;
}

/* server */

int val;

while (1) {
        read(sk, &val, sizeof(val));
        write(sk, &val, sizeof(val));
}

https://criu.org/Simple_TCP_pair
https://asciinema.org/a/yjC1IK4S0ZG8Dz1UFI3CK0Vnc


Live TCP



Iterative dump

● Checkpoint - restore of memcached server
○ Several pre-dump iterations
○ Final dump and server freeze
○ Lazy restore

● https://asciinema.org/a/4olkCRLaMGa4GhxTEvbzyTtv4

https://asciinema.org/a/4olkCRLaMGa4GhxTEvbzyTtv4


Iterative dump



Iterative dump with LXD

● Iterative container migration using LXD
○ First migration threshold: 90%
○ Second migration threshold: 40%
○ Different number of pre-copy runs depending on these thresholds

● https://asciinema.org/a/mUxKQHnPbRLdNMNukE2WuJku7
○ Hosts: RHEL7
○ Container: Alpine 3.7

https://asciinema.org/a/mUxKQHnPbRLdNMNukE2WuJku7


Iterative dump with LXD



Application snapshot

● Checkpoint/restore using Podman
○ Apache Tomcat running in a container
○ Container is checkpointed
○ System rebooted
○ Container is restored

● https://asciinema.org/a/FsTbx9mZkzeuhCM2pFOr1tujM

https://asciinema.org/a/FsTbx9mZkzeuhCM2pFOr1tujM


Application snapshot with podman



CRIU and kexec

● Checkpoint OpenVPN server
○ While client connected via TCP

● kexec into different kernel
● Restore OpenVPN server

○ Client still connected

● https://asciinema.org/a/i6PF2bJo79QP6pnhqJwX4Wfs2

https://asciinema.org/a/i6PF2bJo79QP6pnhqJwX4Wfs2


CRIU and kexec



Serverless

● Openwhisk action runtimes
○ Python
○ Java
○ Node.js

docker run  vs docker start --checkpoint

python3action nodejs6action java8action

Start time (sec) 0.919969 0.743099 0.566213

Restore time (sec) 0.078663 0.091419 0.089104



● Populate vs migrate
○ Store with 100000 short entries 

Data store optimizations

memcached redis

Populate time (sec) 1.238 6.254

Migrate time (sec) 0.806 1.671

● C/R and migration help:
○ Keep the caches
○ Reduce footprint for master-slave configuration
○ Run redis with transparent huge pages ;-)



More use cases

● Application forensics
○ Get application state from production
○ Investigate misbehaviour offline

● Fault tolerant and highly available systems
○ Use CRIU as state replication engine

● Load balancing
● Move applications into screen/tmux



Future: CRIU and kubernetes

● kubectl  drain --migrate

● k8s replica sets with restore:
apiVersion: apps/v1
kind: ReplicaSet
metadata:
  name: datastore
spec:
  replicas: 5
  startOptions:

- checkpointRestore



Thank you!


