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THE RISE OF API's

BEYOND THE COMMAND LINE
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LZ

AN API Is sIMPLY A SPECIFICATION
OF REMOTE CALLS EXPOSED TO THE

APl CONSUMERS.




Sl

EUROPE
OPEN NETWORKING //
utomate, Accelerate

REMOTE CALLS

1. DEFINE THE DATA TO BE TRANSMITTED
AR e,

2. DETERMINE HOW THE DATA IS SERIALIZED OVER THE WIRE
AR TRRS SR oo .

3. CHOOSE A TRANSPORT PROTOCOL
AT RS s v
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VENDOR A

"1 120,

!“NEneuBORDEWEE‘_':)"ROUTERZ.LAB.COM“,

"NEIGHBORPORT": "ETHERNETH",
"PORT": "ETHERNETH"

LLDP NEigHBORS API

VENDOR B(J)
{

"LLDP—LOCAL—PORT—ID" [
{

"paTa” : "ET—-0/0/13"
3}

"LLDP—REMOTE—PORT—DESCRIPTION" : [
{

"DATA" : "TO ROUTER3.LAB.cOM ET—0/0/13"

3}

1
[LLDP—REMOTe—SYSTEM—NAME",[
{

"DATA" : "ROUTER3.LAB.COM"
>

VENDOR C

"PORT_ID": "ETHERNET2/1",
"L_PORT_ID"; "ETH2/1",
"sYs_NAME"}"ROUTERT.LAB.COM",
"7 108,

/
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X DATA MODELING LANGUAGE
W"""

X DESCRIBES DATA HIERARCHY

O CONFIG AND OPERATIONAL DATA AS A TREE STRUCTURE
WM‘

X SPECIFIES RESTRICTIONS, DATA TYPES, ETC.
WMA
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INTERFACES YANG MODELS ¢

IETF OPENCONFIG Cisco
MODULE IETF—INTERFACES { MODULE OPENCONFIG—INTERFACES { MODULE Cisco—10S—XR-IFMeR—CFG {
REVISION 2018-02-20 ¢ REVISION "2018-04-21" { REFERENCE "23.1;}  REVISION 201770907 (.}
"RFC 8343; " } e e CONTAINER INTERFACE—CONFIGURATIONS {
CONTAINER INTERFACES { LIST INTERFACE { LIST INTERFACE—CONFIGURATION {
LIST INTERFACE { LEAF NAME {.} LEAF INTERFACE-NAME {.}
LEAF NAME {.} CONTAINER CONFIG { LEAF ACTIVE {.}
LEAF TYPE {.} LEAF TYPE {.} LEAF SHUTDOWN {
LEAF ENABLED {.} LEAF ENABLED {.} TSR AR
LEAF ADMIN—sTATUS {..} CONTAINER STATE { 3.
LEAF OPER—sTATUS {..} LEAF ADMIN—STATUS {.2}
CONTAINER STATISTICS { LEAF OPER—STATUS {.} MODULE CiscO~10S—XR-INFRA—STATSD—OPER {
LEAF IN—OCTETS {.} CONTAINER COUNTERS { CONTAINER INFRA—STATISTICS {
LEAF OUT—OCTETS {.}.. LEAF IN—OCTETS {.} CONTAINER INTERFACES {
LEAF OUT—OCTETS {.} LIST INTERFACE {
CONTAINER SUBINTERFACES { CONTAINER LATEST {
P CONTAINER GENERIC—COUNTERS {
T S e LEAF BYTES—RECEIVED {..}

LEAF BYTES—SENT {..}...
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N N N
@0 00O

OPENCONFIG INTERFACES o o

CONTAINER INTERFACES {
LIST INTERFACE {
CONFIG KEY "NAME";
LEAF NAME {..}
\ CONTAINER CONFIG {
- USES INTERFACE—PHYS—CONFIG;
}
CONTAINER STATE { L_

USES INTERFACE—PHYS—CONFIG;
~7 USES INTERFACE—COMMON—STATE;

/# USES INTERFACE—COUNTERS—STATE; <
M
} STATISTICS

USES INTERFACE—PHYS—HOLDTIME—TOP;
USES SUBINTERFACES—TOP;

APPLIED CONFIG

OPERATIONAL STATE
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OPENCONFIG

X VENDOR NEUTRAL, DRIVEN BY NETWORK OPERATORS

X COMBINES CONFIG AND OPERATIONAL DATA (INTENDED VS DERIVED STATE)
o CONFIG
o StaTIsTICS (E.G., COUNTERS)
o OPERATIONAL STATE (E.6., BGP SESSION STATUS)
o APPLIED CONFIG (..IS PART OF THE STATE)

X MODEL CONSISTENCY AND SEMANTIC VERSIONING
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ENCODING

DETERMINE HOW THE DATA IS SERIALIZED OVER THE WIRE

(2



Sl

EUROPE

OPEN NETWORKING //
Integrate, Automate, Accelerate

Most COMMON OPTIONS

JSON XML PROTOBUF (*)
{ <PERSON> 14
'PERSON": { NAME>JOHN DOE</NAME> 1: "JonuN DoE"
"NAME": "JOHN DOE", <EMAIL>TDOE@EXAMPLE.COM/EMAIL> 2: "IDOE@EXAMPLE.COM"
"EMAIL": "ITDOE@EXAMPLE.COM" </PERSON> }
}

3
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JSON/XML

HUMAN READABLE/EDITABLE
W‘—w.

CAN BE PARSED WITHOUT KNOWING SCHEMA IN ADVANCE

C s
"PERSON": { <Pi§?ON3b o
“NAME" "TolNIDO <NAME>. HN@ E</NAME> /
EMAILY: “THOECE A e e <EMAIL>TDOE@EXAMPLE.COM</EMAIL>

3 </PERSON>
3}
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ProtocoL BUFFERS

X VERY DENSE DATA (SMALL OUTPUT) X NOT HUMAN READABLE (NATIVE
FORMAT)

X VERY FAST PROCESSING
X  ONLY MEANINGFUL IF YOU HAVE THE
MESSAGE DEFINITION

1{
1: "JouN DoEe"

2: "ITDOE@EXAMPLE.COM"
}




ProtocoL BUFFERS

FIELD NUMBER

MESSAGE PERSON { VALUE TYPE

REQUIRED STRING NAME
REQUIRED INT32 ID = 2;
OPTIONAL STRING EMAIL =
ENUM PHONETYPE {
MOBILE = O;
HOME = 1;
WORK = 2;
}
MESSAGE PHONENUMBER {
REQUIRED STRING NUMBER = 1;
OPTIONAL PHONETYPE TYPE = 2 [DEFAULT = HOME]
}
REPEATED PHONENUMBER PHONE = Y;

e v
& '> REQUIRED INT32 ID = 2;
I = A

NAME

}

.PROTO FILE
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ProtocoL BUFFERS

COMPARING DATA—FORMAT SPEEDS

SIZE OF DATA BY FORMAT

1400

1200

1000

800

600

Time (ms)

[] Time (ms)

XML

JSON

/
ProtoBuf é

20
18

16

14 4
124
10 -

Size (KB)

(=] N S (2] o
N :

I

T T T T 1
XML (raw) XML (gz) JSON (raw) JSON (gz) ProtoBuf

[] size (KB)

/
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NETCONF

X = NSSH

X RPC
) <GET—CONFIG>
o <EDIT—CONFIG>
¢) <COMMIT>
o) <LOCK>
o

TRANSPORT MECHANISMS

RESTCONF

X HTTP

X METHODS

O

© ©@ © ©

GET
POST
DELETE
PUT

6RPC
X HTTP2
X RPC

O O O O

UNARY

SERVER STREAMING
CLIENT STREAMING
BIDIRECTIONAL
STREAMING
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June 1999

Hypertext Transfer Protocol -- HTTP/1.1

Status of this Memo

This document specifies an Internet standards track protocol for the
Internet community, and requests discussion and suggestions for
improvements. Please refer to the current edition of the "Internet
Official Protocol Standards" (STD 1) for the standardization state
and status of this protocol. Distribution of this memo is unlimited

Copyright Notice
Copyright (C) The Internet Society (1999). All Rights Reserved.
Abstract

The Hypertext Transfer Protocol (HTTP) is an application-level
protocol for distributed, collaborative, hypermedia information
systems. It is a generic, stateless, protocol which can be used for
many tasks beyond its use for hypertext, such as name servers and
distributed object management systems, through extension of its
request methods, error codes and headers [47]. A feature of HTTP is
the typing and negotiation of data representation, allowing systems
to be built independently of the data being transferred.

HTTP has been in use by the World-Wide Web global information
initiative since 1990. This specification defines the protocol
referred to as "HTTP/1.1", and is an update to RFC 2068 [33]

HTTPAA
Jun 1999




Network Working Group T. Ylonen
Request for Comments: 4253 SSH Communications Security Corp
Category: Standards Track C. Lonvick, Ed.
Cisco Systems, Inc.

January 2006

The Secure Shell (SSH) Transport Layer Protocol
Status of This Memo
This document specifies an Internet standards track protocol for the
Internet community, and requests discussion and suggestions for
improvements. Please refer to the current edition of the "Internet
official Protocol Standards” (STD 1) for the standardization state
and status of this protocol. Distribution of this memo is unlimited.
Copyright Notice
Copyright (C) The Internet Society (2006).

Abstract

The Secure Shell (SSH) is a protocol for secure remote login and
other secure network services over an insecure network.

This document describes the SSH transport layer protocol, which
typically runs on top of TCP/IP. The protocol can be used as a basis
for a number of secure network services. It provides strong
encryption, server authentication, and integrity protection. It may

also provide compression.

Key exchange method, public key algorithm, symmetric encryption
algorithm, message authentication algorithm, and hash algorithm are
all negotiated.

This document also describes the Diffie-Hellman key exchange method

and the minimal set of algorithms that are needed to implement the
SSH transport layer protocol.

SSH-2
Jan 2006




Internet Engineering Task Force (IETF) M. Belshe

Request for Comments: 7540 BitGo

Category: Standards Track R. Peon
ISSN: 2070-1721 Google,
M. Thomson,

Mozilla

May 2015

Hypertext Transfer Protocol Version 2 (HTTP/2)
Abstract

This specification describes an optimized expression of the semantics
of the Hypertext Transfer Protocol (HTTP), referred to as HTTP
version 2 (HTTP/2). HTTP/2 enables a more efficient use of network
resources and a reduced perception of latency by introducing header
field compression and allowing multiple concurrent exchanges on the
same connection. It also introduces unsolicited push of
representations from servers to clients.

This specification is an alternative to, but does not obsolete, the
HTTP/1.1 message syntax. HTTP's existing semantics remain unchanged.

Status of This Memo

This is an Internet Standards Track document.

This document is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the IETF community. It has

received public review and has been approved for publication by the
Internet Engineering Steering Group (IESG). Further information on
Internet Standards is available in Section 2 of RFC 5741.

Information about the current status of this document, any errata,
and how to provide feedback on it may be obtained at
http://www.rfc-editor.org 3

HTTP/2
May 2015
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HTTP/2

X BINARY, EASIER FRAMING X REQUEST AND RESPONSE MULTIPLEXING
OVER A SINGLE TCP CONNECTION

X HEADER COMPRESSION
X BIDIRECTIONAL STREAMS
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6RPC

STRONGLY TYPED SERVICE AND X RuUNSs OVER HTTP/2
MESSAGE DEFINITION

X CLoub NaTivVE COMPUTING
TAKES CARE OF ALL THE UNDERLYING FOUNDATION PROJECT
PLUMBING
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6RPC

seND 300,000 REQUESTS TO KEY/VALUE STORE

PROCESSING TIME MEMORY USAGE

# of clients total time per-request time

# of clients AllocsPerOp AllocedBytesPerOp

jsonrpc jsonrpc
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OPENCONFIG GRPC INTERFACES
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GRPC SERVICE INTERFACE DEFINITIONS

eNMI

SERVICE GNMI {

RPC CaPABILITIES(CAPABILITYREQUEST)
RETURNS (CAPABILITYRESPONSE);

RPC GET(GETREQUEST) RETURNS
(GETRESPONSE);

RPC SET(SETREQUEST) RETURNS
(SETRESPONSE);

RPC SUBSCRIBE(STREAM SUBSCRIBEREQUEST)
RETURNS (STREAM SUBSCRIBERESPONSE);
}

GNOL

SERVICE SYSTEM {

RPC PING(PINGREQUEST) RETURNS (STREAM
PiNGRESPONSE) {3

RPC TRACEROUTE(TRACEROUTEREQUEST)
RETURNS (STREAM TRACEROUTERESPONSE) {3

RPC TIME(TIMEREQUEST) RETURNS
(TimeREsPONSE) {3

RPC SETPACKAGE(STREAM
SETPACKAGEREQUEST) RETURNS
(SETPACKAGERESPONSE) {3

3

Cisco

SERVICE GRPCCONFIGOPER {

RPC GETCONFIG(CONFIGGETARGS)
RETURNS(STREAM CONFIGGETREPLY) {3
RPC MERGECONFIG(CONFIGARGS)

RETURNS(CONFIGREPLY) {3;

RPC CREATESUBS(CREATESUBSARGS)
RETURNS(STREAM CREATESUBSREPLY) {3
>

SERVICE GRPCEXEc {
RPC AcTIONTSON(ACTIONTJSONARGS)

RETURNS(STREAM AcCTIONJSONREPLY) {3;
}



DEMO Tl_ME

Any questions?
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MRSTN—5502-2

Hu0/0/0/20

2001:088::/64

HuO/0N/0

=22

Y\

CoNFI6

=1

A

MRSTN—5501-1

IPVE
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Is THE SESSION sTiLL UP?

TELEMETRY l
? § >4
AM I RECEIVING ALL THE PREFIXES® 5 i PREFIX DELTA > 10-30%?

AM I RECEIVING MORE PREFIXES THAN EXPECTED?
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GROUPING BGP—NEIGHBOR—STATE {
DESCRIPTION
"OPERATIONAL STATE PARAMETERS RELATING ONLY TO A BGP NEIGHBOR";

LEAF SESSION—STATE {
TYPE ENUMERATION {
b g =
DESCRIPTION
"OPERATIONAL STATE OF THE BGP PEER";

HTTPS://GITHUB.COM/NLEIVA/XROC

ENUM {
DESCRIPTION
"NEIGHBOR 1S DOWN, AND IN THE IDLE STATE OF THE
FSM";
>
ENuM CONNECT {
DESCRIPTION

"NEIGHBOR IS DOWN, AND THE SESSION IS WAITING FOR
THE UNDERLYING TRANSPORT SESSION TO BE ESTABLISHED";

>
ENUM {
DESCRIPTION
"NEIGHBOR IS DOWN, AND THE LOCAL SYSTEM IS AWAITING
A CONNCETION FROM THE REMOTE PEER";
}
ENUM OPENSENT {
DESCRIPTION
"NEIGHBOR IS IN THE PROCESS OF BEING ESTABLISHED.
THE LOCAL SYSTEM HAS SENT AN OPEN MESSAGE";
>
ENuM OPENCONFIRM {
DESCRIPTION
"NEIGHBOR IS IN THE PROCESS OF BEING ESTABLISHED.
THE LOCAL SYSTEM IS AWAITING A NOTIFICATION oRr
KEEPALIVE MESSAGE";
}
ENuM ESTABLISHED {
DESCRIPTION
"NEIGHBOR 1S UP — THE BGP SESSION WITH THE PEER IS
ESTABLISHED";
}
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9RPC and GPB for Networking
Engineers

https://github.com/nleiva/gmessaging

ygot (YANG Go Tools)
https://github.com/openconfig/ygot

)

FURTHER READING

Programming I0S-XR with
9RPC and Go

https://xrdocs.github.io/programmability/t
utorials/2017-08-04-programming-ios-xr-
with-grpc-and-go/

YANG Development Kit (YOK)
https://developer.cisco.com/site/ydk/

Validate the intent of network
config changes

https://xrdocs.github.io/programmability/t
utorials/2017-08-14-validate-the-intent-of
-network-config-changes/

OpenConfig GitHub
https://github.com/openconfig



