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Project Overview



Tungsten Fabric Mission

Build the world’s most ubiquitous, easy-to-use, scalable, secure, and 
cloud-grade SDN stack, providing a network fabric connecting all 

environments, all clouds, all people.

https://tungsten.io/

https://tungsten.io/


Tungsten Fabric as SDN controller

RULE THEM ALL WITH ONE
automated secure open SDN Controller

CaaS & PaaS
VMs or MetalPublic & Private

IaaS



Tungsten Fabric Overview
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User Experience

• REST API

• HTTPS authentication and 
role-based authorization

• Used for GUI

• Used for declarative 
configurations as code

• Generated from data model

NORTH-BOUND 
API

GUI



Past, Present & Future

• OpenStack networking at 
scale

• NFV service chaining

• Analytics collection/querying

• REST API and GUI

• Docker & ESXi runtime support

• VMware vSphere support

• DPDK vRouter

• Prototype with Kubernetes v1.1

• Node-port service chaining

• Improve analytics with Kafka

• LBaaS

• ToR switch as OVSDB gateway

• Kubernetes and CNI support

• OpenShift and Mesos support

• Containerize project

• New install w/ Ansible or Helm

• Security focus

• Multicloud deployability

• Switching fabric focus

• Declarative network as code

v1 v2 v4v3 v5 v6+



CODE & COMMUNITY



Code

• 2013-Today:  >300 years of work

• 200-300 developer contributions

• ~100 active developers

• Languages: C++, Python, Node, Go

• Many OSS leveraged: Cassandra, Kafka, 
Zookeeper, Docker, Keystone, …

• GitHub repositories

• Gerrit review processes

• Launchpad bug tracking and blueprints



Community

Principles:

• Open and inclusive

• Provide strong technical and 
architectural oversight

• Competitive ideas welcome

• Rough consensus and running 
code will always win

• Iterate and evolve
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Governance 

Community Working Group

This primary interface to LF and LF-N for project-wide issues is divided into two permanent working groups:
● 11 members in the TSC: 5 from CWG, 5 from TWG, 1 from ARB

Technical Steering Committee: Overall Project Governing Body

Focused on business governance, the CWG handles 

policy, marketing, and budget

● Meets every Fri 11am PT

● Members are AT&T, Juniper, 

CloudOps, Intel, SDNessentials

Technical Working Group

Focused on technical governance, the TWG handles 

use cases, architecture, lifecycle, and subprojects

● Meets every Tue 9am PT

● Members are Intel, AT&T, Juniper, 

Aricent, Yandex

Community Calendar: https://tungstenfabric.io/community/

Working groups within the TWG outlined on the next slide

https://tungstenfabric.io/community/


TWG Working Groups 

Architecture Review Board (ARB)

Architecture consistency

● Define detailed Architecture

● Review Design Specs and Code

● delegated by Tech WG 

● Members: AT&T, Intel, Juniper

Infrastructure Working Group (IWG)

Technical backlog

● Build a community CI

● Define documentation and test requirements

● Meets every other Tue at 5am or 11am PST

● Members: Tech TrueUp, Aricent, AT&T, 

Codilime, Juniper

Marketing Working Group (MWG)

Interface to LF-N Marketing Adv. Council (MAC) 

● Marketing plans and outreach

● Cross Community coordination

● Members: Juniper, Intel

Documentation Working Group (DWG)

User and developer documentation

● Release Note - Lenovo

● Feature Docs – Juniper/Lenovo

● Developer Docs - General Community

● Meets every other Thu at 9am PST 

● Members: AT&T, Lenovo, Juniper



GETTING STARTED



Getting started 

Carbide Quick Start — https://tungsten.io/start

Deploy a sandbox with Tungsten Fabric cluster orchestrated by Kubernetes in AWS

Standalone Ansible deployment — https://github.com/Juniper/contrail-ansible-deployer

Installer integrations
Helm — https://github.com/Juniper/contrail-helm-deployer

Kolla Ansible - https://docs.openstack.org/kolla-ansible/latest/

RDO TripleO/RedHat OSD  - https://contrail-tripleo.readthedocs.io/en/latest/

Canonical Juju/Charms
Mirantis MCP

https:///
https://tungsten.io/start
https://github.com/Juniper/contrail-ansible-deployer
https://github.com/Juniper/contrail-helm-deployer
https://docs.openstack.org/kolla-ansible/latest/
https://contrail-tripleo.readthedocs.io/en/latest/


0-60 in 15 Minutes w/Carbide (TF+k8s on AWS)
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Community resources

• Slack — tungstenfabric.slack.com
• #Dev – developer focus
• #Documentation – software documentation
• #General – general discussion
• #Users – user focus

• Mailing Lists — https://lists.tungsten.io

• Main – everybody needs to subscribe
• Dev – developer focus
• Discuss – general discussion
• ARB – architectural review board
• Marketing – events and other outreach
• Security – Security bug escalations
• TSC – Governance

https://lists.tungsten.io/


Slack Channels



HOW TO CONTRIBUTE CODE



The big picture

1) Sign up for mailing lists, Slack,  Gerrit, and Launchpad, plus sign the 
CLA.

2) submit your blueprint via Launchpad. Notify the #dev channel on 
Slack, as well as both the “dev” and “arb” mailing lists.

3) Once your blueprint is approved, create a spec – detailed design

4) Once approved, you’re ready to write your code and post for 
review to review.opencontrail.org.



Start: Submit your CLA

There are two CLAs:

● Corporate Contributor Licence Agreement (CCLA)
https://drive.google.com/open?id=1DOBC0RuBhJpBDpamliaUF-TUV-m2PGti

● Individual Contributor License Agreement (ICLA)

https://drive.google.com/open?id=15kY8BmdXJEaq7mbHqM_O_7vbi7Nmx3ZD) 

Choose the right one for you, sign, and submit it.

https://drive.google.com/open?id=1DOBC0RuBhJpBDpamliaUF-TUV-m2PGti
https://drive.google.com/open?id=15kY8BmdXJEaq7mbHqM_O_7vbi7Nmx3ZD


3. Create a Gerrit account

Create a Gerrit account on review.opencontrail.org

Email cla@lists.tungsten.io with your CLA to get access to Gerrit.

Sign in, 
then...

...create an 
Ubuntu One ID



Is it a feature, or is it a bug?

Attend a Tuesday meeting ask TC to 
accept the bug fix.

I’m working 
on a BUG

I’m working 
on a FEATURE

Submit a blueprint https://launchpad.net/opencontrail

It all starts in Launchpad: https://launchpad.net/opencontrail

Pay attention to the code completion deadlines! www.tungsten.io/community

https://launchpad.net/opencontrail
https://launchpad.net/opencontrail
http://www.tungsten.io/community


What is a blueprint?

A blueprint is a use case. Here’s an example:
https://blueprints.launchpad.net/opencontrail/+spec/ip6-arpa-zone

Ask yourself...
– Does the community need it? Does it fit our current architecture?

• Alternative implementations not a good idea
• If current implementation is broken, jump in and fix it
• Technology placement for its own sake is not welcome
• We are not a universal SDN big tent. Read the architecture, follow the architecture

– Provide just enough detail for review
• Save the implementation details for the spec.

https://blueprints.launchpad.net/opencontrail/+spec/ip6-arpa-zone


blueprints.launchpad.net



How Blueprints get approved

Blueprints are reviewed and approved by the TC

Joseph Gasparakis, Chair

Tuesday meeting—get on the agenda (Slack Joseph)

Mind the blueprint deadline for the current release!



After your blueprint is approved, create a spec

A specification (spec) is a detailed feature design. Here’s an example:
https://review.opencontrail.org/#/c/37214/3/specs/ipv6_reverse_zone_for_vdns.md

Specs can be approved by one member of the ARB. Start that process by sending an 
email to arb@lists.tungsten.io. Contact members on Slack.

Once your spec is approved, commit your code and test it (unit and integration) by 
the code completion deadline:

○ Create a commit bug on Launchpad.
○ Do your tests and fix your code.
○ Submit a review request on Gerrit (review.opencontrail.org).
○ Ask dev channel for code review on Slack. << VERY IMPORTANT!

https://review.opencontrail.org/#/c/37214/3/specs/ipv6_reverse_zone_for_vdns.md
mailto:arb@lists.tungsten.io


Writing a great spec

Explain how the code fits the current architecture.

Explain how your code is simple, coherent, scalable, high performance, 
and production ready.

Specify all external and the most important internal interfaces, design, 
algorithms.

Show how will you test, and have a test plan ready.



Approval responsibilities 

The ARB is responsible for approving specs.

The ARB, PTL and core contributors are responsible for code reviews.

Get help from Joseph Gasparakis, Suhkdev Kapur, and Paul Carver via Slack.



Release schedule

Releases goals and deadlines are set by TC, published on 
Slack and at www.tungsten.io/community.

Train model...
Releases go out on time, so features that don’t make it catch the next 
release. You’ll need a new ticket, and TC must approve your blueprint 
for next release.

http://www.tungsten.io/community


Push your code



Get  it reviewed



Code review



CI and Test infrastructure

All community-wide tests run through CI.

For check-in/unit tests, Gerrit kicks Zuul, which does a build, then Zuul 
goes to OpenStack and runs the build.

Quick test are done using an all-in-one install (installed on a single VM), 
nested OpenStack-on-OpenStack. All tests run in a nested virtualized 
environment.



Code Acceptance and Maintenance: Fix Your Bugs!

Code with outstanding bugs will be reverted.

All code must be production ready
- no bugs
- stable
- scalable
- high performance (supports wire speed)

Only incubation/experimental subprojects are allowed to keep buggy 
code in the tree.



Downstream Releases and Community Code

Currently, three downstream distros: Juniper, Mirantis, Lenovo

All use open core model

Community code which passed through QA cycle will be present, but 
may not be officially supported in a given commercial distribution.



Technical resources
Wiki: wiki.tungsten.io

Doc repo: https://github.com/tungstenfabric/docs

Github: https://github.com/tungstenfabric

• Repos are being migrated from https://github.com/Juniper

• Meanwhile, if you need any code: https://github.com/Juniper/Contrail-*

Getting started: https://github.com/tungstenfabric/docs/blob/master/Contributor/GettingStarted/getting-

started-with-opencontrail-development.md

Gerrit
• Current – https://review.opencontrail.org/

• Future (migration in progress) – https://review.tungsten.io/

Bugs and Blueprints
• Current – https://launchpad.net/opencontrail

• Future – https://jira.tungsten.io/

https://github.com/tungstenfabric/docs
https://github.com/tungstenfabric
https://github.com/Juniper
https://github.com/Juniper/Contrail-*
https://github.com/tungstenfabric/docs/blob/master/Contributor/GettingStarted/getting-started-with-opencontrail-development.md
https://review.opencontrail.org/
https://review.tungsten.io/
https://launchpad.net/opencontrail
https://jira.tungsten.io/


Questions?

Randy Bias
VP Technology  [Acting Tungsten Fabric Community Director]

• tungstenfabric.slack.com
• https://www.linkedin.com/in/randybias/
• rbias@juniper.net

Sukhdev Kapur
Distinguished Engineer 

• tungstenfabric.slack.com
• sukhdev@juniper.net

https://www.linkedin.com/in/randybias/
mailto:gelkinbard@juniper.net
mailto:sukhdev@juniper.net
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